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Abstract

This article presents an approach for finding displacements of print layers from sequences of sample images semi-
automatically with the aim to simplify and shorten the setup of inspection systems for printing processes in which the
perfect alignment of print layers cannot be guaranteed. The basic idea behind the proposed approach is to identify
pixels which are likely to have the same displacements for a given pair of images. This relatively coarse information
is computed for several pairs of sample images and aggregated in order to identify regions that tend to have the same
displacement over a large proportion of image pair comparisons. This idea is motivated and justified in detail. The
test cases considered in this study are data from banknote print inspection. We use these data to illustrate the steps of
the algorithm. The examples demonstrate the method’s capability to sensibly identify print layers, even if they overlap
partially. Although the paper concentrates on a particular case study, the method can be used in any print inspection
process with similar characteristics.

Key words: Block matching; Local correlation; Print inspection; Separation of print layers

1. Introduction

A vast majority of visual print inspection systems are
based on comparisons between a given reference and
the samples to be checked. A commonly accepted and
widely used procedure is to align the sample image to
the reference image such that a simple pixel-to-pixel
comparison is possible. If the print consists of sev-
eral layers, this procedure of aligning images globally is
only applicable as long as the alignments/displacements
of the layers relatively to each other are constant or
almost constant. This assumption is mostly true for
printing processes in which all layers are printed in one
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printing machine (e.g. rotary printing processes, sheet-
feed printing processes where the carrier is appropri-
ately fixed). There are indeed printing processes for
which this assumption cannot be guaranteed. Consider
a complex print that is applied in several entirely differ-
ent process steps that cannot be managed by one single
printing machine. If an exact alignment of the carrier to
be printed cannot be preserved when the carrier is trans-
ferred from one process step to the next one, the relative
positioning of print layers is not constant anymore, but
subject to variations the magnitude of which is deter-
mined by maximum displacement errors that may occur
between two process steps.

For processes in which the displacements of print
layers are varying, a robust and sensitive pixel-to-pixel
comparison is only possible if the individual layers can
be aligned and checked independently. This requires
full knowledge about which part of the print image be-
longs to which layer. This knowledge may come from
explicit pre-press information. If such information is
not available, however, the separation of print layers has
to be done manually in a tedious and time-consuming
process.

This paper investigates an alternative to manual print
Preprint submitted to Image and Vision Computing August 21, 2008
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layer separation. We attempt to utilize the displace-
ments that can be observed from a set of sample images
in order to identify the print layers in a semi-automatic
manner. Note that we do not aim at separating all colors
(even if printed in one process), but only at separating
print areas that have been applied in completely separate
process steps and the displacements of which are subject
to changes. The basic idea is that we try to identify re-
gions for which we can observe that they tend to move
into the same direction. For demonstrating the method
and for validating the results, we consider an important
real-world application as a case study, namely banknote
print inspection.

Section 2 gives a detailed overview of the sample data
from banknote print inspection, while Section 3 high-
lights the final goal of print layer separation and its
special requirements in the light of the banknote print
inspection application. It is worth to mention, how-
ever, that the method presented in the following is in
no way specific to this particular application, but ap-
plicable to any printing process in which the displace-
ments of print layers are varying—only with the addi-
tional requirement that a sufficient quantity of sample
data needs to be available. In Section 4, we give an
overview of related topics and motivate the need for a
local correlation-inspired approach as presented in this
paper. Section 5 describes this method in detail along
with examples and interpretations. Section 6 finally
presents some hints how the method is integrated into
the real inspection system.

2. Sample Data and Setup

This study is mainly motivated by the special require-
ments of the banknote print inspection process [1, 2].
Modern banknotes (e.g. Euro bills) are produced in a
complex process that consists of several distinct steps.
Beside different kinds of prints (intaglio print and offset
print), different security features have to be placed on
the bills. These are entirely different steps with vary-
ing displacements occurring between the different lay-
ers. Therefore, we concentrate on this application, al-
though, as noted above, the considerations of this paper
can be transferred to any other printing process in which
varying displacements between print layers occur.

In the banknote inspection process, images are taken
by high-performance line scanning color cameras with
1024 pixels resolution at speeds of several meters per
second (similar to the competitor’s system described
in [1]). The raw images have a resolution of approxi-
mately 300 ppi (pixels per inch) and are down-sampled
to around 100 ppi for noise reduction.

Figure 1: Blue channel of a 10 Euro banknote sample image

We consider sample images of 10 Euro bills as a case
study. We were given a set of 95 color images (RGB
model) of 10 Euro bills processed as mentioned above.
A higher resolution could have been achieved by record-
ing images off-line with a surface camera or a flatbed
scanner. In order not to introduce additional transfor-
mations, however, we used exactly the same imaging
technology that is employed in the inspection process.

We only consider the blue channel for our studies.
This simplification does not pose a severe limitation, as
10 Euro bills are mostly red and orange, therefore, the
blue channel shows good contrasts. Note that the meth-
ods presented in this paper can easily be transferred to
other color channels or models anyway. Figure 1 shows
one such input image as we consider it in the following.

The coordinate system of the sample images we con-
sider is normalized with respect to the border of the pa-
per, i.e. the positions of the borders of the banknotes are
almost constant in these images. Correspondingly, the
positions of the print layers are varying from image to
image.

To illustrate the displacements of print layers, Fig-
ure 2 shows an overlay of two images, where one image
has been kept in its original position. The second im-
age has been transformed such that its intaglio print is
aligned to the intaglio print of the first image.1 Observe
that the intaglio print consists of three main blocks: (1)
the big red Romanesque gate (plus the vertical stripe
and the large “10” attached to it); (2) the ECB copyright
notice in the upper middle of the banknote; (3) the “10
EURO” label in the lower left corner. It is clearly vis-
ible that the other print areas and security features are
significantly shifted to each other.

1This was done by choosing three linearly independent tie points
and transforming the second image according to the unique solution of
the six-parameter 2D pose estimation problem that takes translation,
rotation, scaling, and skew into account [3, 4, 5, 6].
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Figure 2: Overlay of two sample images illustrating displacements
between the intaglio print and other layers

Figure 3: Closeup of displacements between intaglio print and the
offset print

The frame in Figure 2 marks a representative 540 ×
600 pixel clipping that contains the two most important
print layers—intaglio print and offset print. We restrict
to this clipping in the following. In this part of the im-
age, all print details not belonging to the intaglio print
belong to the offset print layer that consists of the fol-
lowing main elements: (1) the stars; (2) the orange cir-
cles to the left of the gate; (3) the hatching around and
overlapping with the gate. Figure 3 shows a closeup of
the displacements shown in Figure 2 with the displace-
ments of orange circles and stars highlighted.

3. The Task of Print Layer Separation in Detail

Our ultimate goal is the following: to establish a
method that is able to identify potentially displaced
print layers from a sequence of sample images. The
result should be a pixel-by-pixel labeling of the image

that assigns each pixel to one or several2 print layers.
Furthermore, we require that the method needs to be
generic in the sense that it is not restricted to a particu-
lar kind of data or application and that it does not rely on
additional explicit information (e.g. from the pre-press
step). Let us assume that each print layer does not con-
sist of dispersed single pixels, but of a set of spacious,
connected, sufficiently large regions. Finally, we make
the assumption that the method only needs to separate
regions for which a significant displacement can be ob-
served in the sample data—otherwise we may assume
that the two regions belong to one print layer and can be
aligned and inspected together.

The practical conditions and requirements imposed
above are fulfilled by the sample data from banknote
print inspection. Before we attempt to solve the prob-
lem, let us discuss an issue that is fundamentally im-
portant for a successful solution of the problem—
distortions. We have observed that one cannot rely on
the fact that a perfect alignment between the regions be-
longing to one print layer is possible. The left image in
Figure 4 shows the difference of two images that have
been aligned with respect to three tie points in the in-
taglio print area as in Figures 2 and 3. Note that a lot
of artifacts are visible in textured areas such as the Ro-
manesque gate, although the alignment has been done
in sub-pixel accuracy. The middle image in Figure 4
shows an analogous difference image, but one image has
been moved by 0.8 pixels to the right and 0.2 pixels up.
Obviously, the alignment in the lower left part of the
gate (as highlighted) is improved while the difference in
other areas of the intaglio prints are increased. In the
right image in Figure 4, the alignment has been chosen
such that the differences in the highlighted area of the
offset print area are minimized. One can observe that
the hatching in the upper part of the images shows high
differences, i.e. it is badly aligned. Even worse, there
seems to be no fundamental difference in the magnitude
of the alignment discrepancies in the hatching around
the big “10” if we compare the left picture in which the
two images are aligned with respect to the intaglio print
and the right picture in which the two images are aligned
with respect to the offset part (a part of which the hatch-
ing is).

We may draw the following conclusion from the ex-
amples above: even if the alignment is done with respect
to tie points that fully belong to one print layer and even
if this is done with sub-pixel accuracy, a perfect global

2As print layers may overlap, which is the case for the 10 Euro
banknote as well, the assignment of a pixel to at most one print layer
appears inappropriate.
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Figure 4: Three difference images demonstrating distortions

alignment of this print layer cannot be found. If one
seeks for an optimal alignment in one particular region,
worse alignments have to be expected in dislocated ar-
eas of the same print layer. The method we are finally
aiming at, therefore, may not rely on the existence of
perfect alignments, but needs to be prepared for distor-
tions. In the banknote example, the lateral distortions
are in the range of around one pixel or less, which is still
manageable for a pixel-by-pixel comparison if we take
certain measures. As demonstrated above, however, this
magnitude is enough to abandon any approach that tries
to guess print layers from discrepancies between images
that are aligned with respect to one print layer—no mat-
ter whether the necessary tie points are set manually or
determined by some kind of more advanced methodol-
ogy.

4. Related Work and First Steps in Motion Detec-
tion

Our first step towards a better understanding of the
problem was to put the sample images together into a
kind of movie. Watching this movie, it is relatively easy
for a human to determine the print layers as they can be
perceived as areas that always “move” together. Thus,
it was near at hand to have a careful look at methods
available in the field of motion detection.

Motion detection is concerned with identifying mov-
ing objects in a sequence of images. A large set of meth-
ods is available for this task. We will investigate the
most prominent approaches in closer detail in the fol-
lowing.

4.1. Feature-based matching
Feature-based matching is a standard methodology in

computer vision. It consists of two basic steps: (1) fea-
ture extraction, that is, the isolation of relevant features

from the image (e.g. edge pixels, corner points, etc.); (2)
matching, that is, the determination of correspondences
between features from one image and features from an-
other.

In motion detection, most methods are based on
tracking feature points, i.e. finding paths of point corre-
spondences in consecutive images . The methods avail-
able in motion detection are mostly based on defining a
certain motion model and using an optimization tech-
nique to maximize (minimize) a gain (cost) function
based on that motion model [7, 8, 9, 10, 11, 12, 13, 14].
No meaningful motion model is available for the print
layer separation task, because the displacements from
one frame to the other are absolutely random, as the po-
sitioning of the print layers does not obey any model.
Moreover, we have no influence on the order of images,
and the method we are aiming at should be independent
of the order of images. Therefore, no approach that as-
sumes a certain model-like behavior of the motion/print
layer displacements is feasible.

Anyway, point pattern matching algorithms are avail-
able that are able to find correspondences in pairs of im-
ages without assuming any motion model (e.g. [3, 15]).
Therefore, we made experiments with different feature
point extraction algorithms [3, 16, 17, 18, 19] and tried
to find correspondences with a point pattern matching
algorithm similar to the one presented in [15]. Doing
so, we faced the following major problems: the point
pattern matching algorithm we tried, like all similar al-
gorithms, is not able to identify two or more sets of
independent correspondences. We are quite convinced
that this task could have been solved by an appropriate
modification of a method from feature-based motion de-
tection (e.g. [9]), but even if we had managed to solve
this task, it would still not be the full solution, as our
goal is not to identify sets of features, but to identify
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spacious regions. The more or less obvious idea would
be to compute the corresponding displacement vectors
for each considered pair of images and evaluate for each
pixel for how many pair comparisons of aligned images
the alignment is sufficiently good. As noted in Section 3
(and illustrated by the examples in Figure 4), there is no
sufficiently reliable way to get an estimate for the qual-
ity of local fit. This is the reason why we finally aban-
doned the feature-based matching approach.

4.2. Block Matching and Optical Flow

Block matching approaches [5, 20, 21, 22] and op-
tical flow approaches [23, 24] are two completely dif-
ferent classes of motion estimation methods. What they
have in common, yet, is the fact that both use image
data more or less directly instead of extracting specific
features first.

Given a pair of images, the basic idea of block match-
ing is to find best-fitting displacement vectors for a
block around each pixel: For each pixel, a certain block
relative to the pixel’s coordinate is considered (e.g. a
square symmetrically around the pixel under considera-
tion). Then that displacement vector is determined for
which the fit between the shifted block from the first im-
age and the non-shifted block from the second image is
best. A simple variant could be the minimization of ab-
solute or Euclidean distances. A commonly used, more
flexible method is the maximization of normalized cross
correlation [5]. The final result for each pair of images
is a displacement vector for each pixel or block of pix-
els.

We have tried to apply block matching to the print
layer separation task. In the first step, we took pairs of
images and computed the displacement vectors for all
pixels. The naive assumption was that, for a given pair
of images, each print layer would be characterized by a
common displacement vector and that consequently the
print layer separation task could be solved by segmenta-
tion of displacements. Beside the computational effort
caused by computing normalized cross correlation for
all blocks several times, we encountered two major dif-
ficulties:

1. The block matching approach works locally and
can only handle shifts. If the images are rotated
or skewed, there is no optimal displacement vector
that is valid for the whole print layer. Moreover,
we figured out that the block matching approach is
sensitive to the distortions discussed above.

2. There are cases where no valid optimal displace-
ment vector can be found, in particular along

?

?

Figure 5: A case in which a perfect block alignment can be found
(top); no unique optimum, however, can be found along straight edges
(middle) or in isotropic textures (bottom)

straight edges or in textures like hatchings. Fig-
ure 5 demonstrates this difficulty. Note that Jähne
refers to this issue as the aperture problem [5].

One approach to handle the aperture problem, as the
name already suggests, is to change the window size.
We investigated several different window sizes and even
adaptive selection of window sizes, but did not find a
satisfactory solution. Therefore we finally abandoned
the block matching approach. More details can be found
in [25] (available from the corresponding author freely
on request).

The optical flow is the apparent motion at the image
plane based on visual perception and has the dimension
of a velocity [5]. If we consider a gray value image
and consider the gray values as a differentiable function
g over the continuous image plane, then the correspon-
dence between the changes of gray values over time and
the optical flow—let us denote it with f = ( fx, fy)—
is given by the brightness change constraint equation
(BCCE) [5, 24]:

∂g
∂t

+ f∇g = 0 (1)

It is well-known that the optical flow cannot be de-
termined from pairs of images in a stable way. The first
term ∂g

∂t is a temporal derivative which assumes the ex-
istence of a temporarily continuous motion, i.e. that the
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sample images are only snapshots of such a temporar-
ily continuous motion. This is not the case in the print
layer separation task. Davis, Karu and Freeman have
proved that block matching and optical flow methods,
although these approaches are based on completely dif-
ferent ideas, generate numerically equivalent estimates
for sub-pixel displacement [26]. This fact can also be
regarded as a well-founded explanation for the difficul-
ties we encountered with block matching.3 Moreover,
it tells us that no solution can be expected from optical
flow-based approaches either.

5. The Difference Descent Method

In this section, we describe the approach that has fi-
nally led to a satisfactory solution of the print layer sep-
aration task. Let us start from the point where the block
matching approach failed. We have seen that block
matching provides us with very detailed, but unreliable,
information about the displacements. Our approach is
still inspired by block matching, but follows a slightly
different strategy: we consider a certain number of pair
comparisons. In each comparison, we produce coarser,
but more reliable, information. Finally we try to get
maximum information out of all pair comparisons. As
we will see later, the latter step is not fully automatic;
instead it requires some user interaction.

5.1. Pair Comparisons

Given a pair of images, block matching provides us
with the best-matching displacement vector for each
pixel. That is computationally expensive and unreli-
able due to the sensitivity to distortions and the aperture
problem. What we are interested in is to identify im-
age regions that have a common shift behavior. As we
have enough data to aggregate several pair comparisons,
it is sufficient to reduce the information block matching
gives us to a reliable essence. This reliable essence is
not the exact displacement vector as in traditional block
matching, but only the expected direction of displace-
ment.

We consider a relatively small neighborhood of 3 × 3
or 5 × 5 pixels symmetrically around each pixel under
consideration. Assume that N(x, y) is the set of pixel
coordinates in the neighborhood of position (x, y). The
gray value at position (x, y) in the first image is denoted
with G1(x, y) and the gray value at position (x, y) in the

3We did not use sub-pixel accuracy, but the result by Davis, Karu
and Freeman suggests that even sub-pixel accuracy would not have
led to a satisfactory solution.

second image is denoted with G2(x, y). It is clear that,
given a position (x, y), the value∑

(x′,y′)∈N(x,y)

|G1(x′, y′) −G2(x′, y′)| (2)

is nothing else but the sum of absolute differences of
gray values in image no. 1 and no. 2 in the neighborhood
N(x, y). Correspondingly, given a shift vector (∆x,∆y),

D(x, y,∆x,∆y)

=
∑

(x′,y′)∈N(x,y)

|G1(x′, y′) −G2(x′ − ∆x, y′ − ∆y)| (3)

is the sum of absolute differences of gray values in the
neighborhood N(x, y) in image no. 1 and gray values
in the same neighborhood if image no. 2 is shifted by
(−∆x,−∆y). The value D(x, y,∆x,∆y), therefore, is a
measure how well the two images match in the neigh-
borhood of (x, y) if we shift image no. 1 by (∆x,∆y).
The smaller D(x, y,∆x,∆y) is, the better the two neigh-
borhoods match.

We finally compute for which displacement the value
D(x, y,∆x,∆y) is minimal. However, we do not consider
a wide range of possible displacements, but only offsets
of -1, 0, and 1 in each direction. So the result is a dis-
placement that is computed as

∆(x, y) = argmin∆x=−1,0,1;∆y=−1,0,1 D(x, y,∆x,∆y). (4)

This displacement direction is computed for every pixel
(x, y).

So far, this idea pretty much coincides with the block
matching approach, except in three fundamental as-
pects:

1. We consider sums of absolute differences instead
of normalized cross correlation. The reason for
this is to save computational effort. As images
for industrial quality control must be taken under
stable illumination conditions (otherwise pixel-to-
pixel comparisons would not be possible), this sim-
plification is not a severe limitation.

2. As the magnitude of displacements is beyond the
magnitude of one pixel, we do not obtain the best-
fitting displacement vector, but only an estimate in
which direction the best fit is expected to be. That
is the reason why we call this method difference
descent method—because we compute a direction
in which the sum of absolute difference is decreas-
ing most. The result for each pixel can only take
nine different values. So this is rather coarse in-
formation. This coarseness, however, guarantees
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Figure 6: Four examples of pair comparisons with a 3 × 3 neighbor-
hood (displacement vectors coded as gray values)

that the result is robust with respect to distortions,
small rotations and skew. As the prints we consider
here are aligned according to the paper border, only
small rotation and minimal skewness may occur.

3. We are considering much smaller block
sizes/neighborhoods (3 × 3 or 5 × 5) than
one would typically use in traditional block
matching. This saves computational effort on the
one hand and, on the other hand, ensures that good
matches can be found even for small details.

Figures 6 and 7 show some examples of such pair
comparisons. The nine possible displacements are
coded as gray values. It is clearly visible that different
pair comparisons produce completely different images.
This is clear, because the displacements are different for
each pair of images. What is more interesting is the
fact that the major details of the prints are visible, al-
though the images have a rather speckled structure. It
is also worth to note that a neighborhood size of 3 × 3
produces finer structures (see Figure 6), while a neigh-
borhood size of 5 × 5 leads to slightly larger segments
(see Figure 7).

5.2. Exploitation of Pair Comparisons
The question arises how we can exploit the informa-

tion contained in the displacement vectors determined
by a set of several pair comparisons.

Figure 7: Four examples of pair comparisons with a 5 × 5 neighbor-
hood (displacement vectors coded as gray values)

It is worth to note, yet a trivial fact, that each pair
comparison induces an equivalence relation on the pixel
set if we consider two pixels as equivalent if they have
the same displacement vector. This means that, if
we fix two pixel coordinates (x̄, ȳ) and (x, y), we can
easily extract those pixels for which we have deter-
mined the same displacement vector. Now assume that
we have N such pair comparisons in total and denote
the displacement vector identified for positions (x̄, ȳ)
and (x, y) in the i-th pair comparison with ∆i(x̄, ȳ) and
∆i(x, y), respectively (computed as in Eq. (4); for each
i ∈ {1, . . . ,N}). Then the relative frequency of pair com-
parisons in which the displacement vectors ∆i(x̄, ȳ) and
∆i(x, y) are equal is defined as

C((x̄, ȳ), (x, y))

=
1
N
· |{i = 1, . . . ,N | ∆i(x̄, ȳ) = ∆i(x, y)}|. (5)

Obviously, C maps pairs of pixel coordinates to values
from the unit interval [0, 1]. A value C((x̄, ȳ), (x, y)) =

1 obviously means that the displacement vectors as-
sociated with positions (x̄, ȳ) and (x, y) have been
equal for all N pair comparisons, whereas a value of
C((x̄, ȳ), (x, y)) = 0 means that ∆i(x̄, ȳ) , ∆i(x, y)
for all i = 1, . . . ,N. If ∆i(x̄, ȳ) and ∆i(x, y) were
uniformly distributed random values, the expected
value of C((x̄, ȳ), (x, y)) would be 1

9 . That means, if
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C((x̄, ȳ), (x, y)) is significantly larger than 1
9 , there is sta-

tistical evidence that positions (x̄, ȳ) and (x, y) belong to
the same print layer.

We may also view the value C as the arithmetic av-
erage of the equivalence relations associated with the N
pair comparisons. More specifically, if we denote the
i-th equivalence relation with

Ei((x̄, ȳ), (x, y)) =

1 if ∆i(x̄, ȳ) = ∆i(x, y),
0 otherwise,

(6)

then the equality

C((x̄, ȳ), (x, y)) =
1
N
·

N∑
i=1

Ei((x̄, ȳ), (x, y)) (7)

holds trivially. It can be proved that the arithmetic
average of classical equivalence relations is a fuzzy
equivalence relation with respect to the Łukasiewicz t-
norm TL(a, b) = max(a + b − 1, 0) [27, 28, 29]. This
means that for an arbitrary triple of pixel coordinates
((x, y), (x′, y′), (x′′, y′′)), the following holds:

1. C((x, y), (x, y)) = 1 (reflexivity)
2. C((x, y), (x′, y′)) = C((x′, y′), (x, y)) (symmetry)
3. TL(C((x, y), (x′, y′)),C((x′, y′), (x′′, y′′)))
≤ C((x, y), (x′′, y′′)) (TL-transitivity)

Given a certain pixel coordinate (x̄, ȳ), it is theoreti-
cally justified to interpret the value C((x̄, ȳ), (x, y)) as
the degree to which pixel coordinate (x, y) belongs to
the equivalence class of the pixel coordinate (x̄, ȳ) (with
respect to the fuzzy relation C) [30, 31].

Figure 8 shows two examples where C((x̄, ȳ), (x, y)) is
displayed for all (x, y) with respect to a given coordinate
(x̄, ȳ), where this particular coordinate is marked with a
white spot. In the left image, a point in the Romanesque
gate (intaglio print) is chosen and, in the right image,
a point in the hatching (offset print) is taken. It is easy
to see that large parts of the intaglio print are already
covered in the left image. In the right image, we see that
there is high evidence that pixels around the reference
point belong to the same print layer, but the evidence
that other areas belong to the same print layer is rather
low (yet still visible).

Now assume that we have a selection of K pixel co-
ordinates (x̄ j, ȳ j) ( j = 1, . . . ,K) for which we know that
they can all be attributed to the same print layer. Let us
call these points reference points in the following. Then
we can interpret the value

A(x, y) = max
j=1,...,K

C((x̄ j, ȳ j), (x, y)) (8)

as the degree to which pixel (x, y) belongs to the union
of equivalence classes of reference points (x̄ j, ȳ j). This
means that, by aggregating equivalence classes of a cer-
tain number of reference points, we can put together dif-
ferent parts of the print layer. The maximum is a stan-
dard disjunction in fuzzy logic. In this context, we can
vaguely interpret it as follows: a point belongs to the
print layer under consideration if it is contained in at
least one of the equivalence classes induced by the ref-
erence points. Figure 9 shows a closeup that demon-
strates the result of using two reference points in the
intaglio print area and two in the offset print area.

What we have sketched here is the fundamental idea
of the aggregation procedure: given a set of N pair com-
parisons, a human expert determines a set of reference
points for each print layer and the algorithm determines
the degrees to which pixels belong to the print layer as-
sociated with the respective print layer.

5.3. Summary
Let us now summarize Subsections 5.1 and 5.2 and

formulate the overall procedure.

Algorithm 1.

Input: set of input images G1, . . . ,GM with equal sizes

(I) Pair comparisons:

• Fix one reference image G j (by an expert’s
choice or randomly) and choose block size

• According to Subsection 5.1, compute N =

M−1 pair comparisons of G j with images Gi

(i , j)

(II) Selection of reference points:

• An expert determines the number of print
layers R and chooses appropriate reference
points for each print layer

(III) Computation of evidence degrees:

• For all print layers k = 1, . . . ,R and all pix-
els (x, y), compute the degree of evidence that
pixel (x, y) belongs to the k-th print layer;
taking the reference points associated with
the k-th layer into account, this is accom-
plished by Eq. (8)

Output: for each print layer, an “image” of evidence
degrees to which pixels belong to it

A flowchart-like visualization of Algorithm 1 is de-
picted in Figure 10.
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Figure 8: Two examples with one reference point in the intaglio print area (left) and the offset print area (right)

Figure 9: Closeup of experiment with two reference points. The left image shows two reference points in the intaglio print area (white) and two
reference points in the offset print area (black). The two other images visualize the degree to which a pixel belongs to the intaglio print area (middle)
and the offset print area (right)
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…

reference image N=M-1 images to be compared with reference image

… M-1 pair 
comparisons

final result 
(aligned with 
reference image)

set of reference points

Figure 10: A flowchart-like visualization of Algorithm 1

That we start each pair comparison from the same
reference image ensures that the coordinate systems of
the pair comparisons are aligned to each other. Conse-
quently, the resulting print layer separation is aligned to
the reference image.

Let us remark that Algorithm 1 is not a one-way
street. Step (I) is computationally more expensive (e.g.
for 94 pair comparisons, it takes a few minutes on
state-of-the-art PC hardware), but requires no user in-
teraction; therefore it can be done in an off-line pro-
cess. Steps (II) and (III), however, can be done interac-
tively. We have implemented a graphical user interface
in which the human expert can set reference points and
within fractions of a second he/she obtains the result. In
this way, reference points can be added and removed in-
teractively and the human expert is able to determine an
appropriate selection of reference points and the result-
ing degrees of evidence in a quick and efficient way.

Further note that we treat the print layers completely
independently of each other. In particular the algorithm
does not have to make a unique choice to which print
layer a pixel belongs. Instead it computes degrees of
evidence to which pixels belong to print layers. There-
fore the algorithm presented here is able to handle over-
laps of print layers (at least as long as one print layer
does not entirely occlude the other. Figure 11 shows an
example, where we have chosen 7 reference points in

the intaglio print area and 7 reference points in the off-
set print area. It is remarkable how well the overlaps are
discovered (stars and hatching that are offset-printed be-
hind the Romanesque gate that is intaglio-printed). The
only eyesore in this example is that the bar to the left of
the large “10” on top of the Romanesque gate is not sat-
isfactorily assigned to the intaglio print area (although
it is definitely intaglio-printed). This problem can eas-
ily be solved by a larger number of reference points,
where also one or a few are chosen in the bar. Figure 12
shows another example, this time with a block size of
5 × 5, where we have chosen 24 reference points in the
intaglio print area and 34 reference points in the offset
print area.

Finally, let us remark that the gray values in images in
Figures 8, 9, 11 and 12 have been contrast-enhanced for
easier visibility in black and white reproduction. The
original result images actually obtained from the algo-
rithm presented in this paper are darker and have less
contrast.

5.4. Discussion

The encouraging results obtained by the algorithm
presented in this paper (see Figures 11 and 12 in par-
ticular) are remarkable in the light of the fact that the
basis is only very coarse information—the difference
descent directions obtained from the pair comparisons.
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Figure 11: An example with 7 reference points in each print layer (block size 3 × 3); resulting evidence degrees for intaglio print area (left) and
offset print area (right)

Figure 12: An example with 34 reference points in the offset print area and 24 reference points in the intaglio print area (block size 5× 5); resulting
evidence degrees for intaglio print area (left) and offset print area (right)
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If the actual best-fitting displacement is larger than the
size of one pixel, we cannot guarantee that the differ-
ence descent direction actually points to the right di-
rection where the best-fitting displacement actually can
be found. We have studied this phenomenon in detail
and figured out that the displacements are normally dis-
tributed around a hypothetical average zero displace-
ment with a standard deviation of slightly more than
one pixel. This means that a significant proportion of
best-fitting displacements is actually in the range of one
pixel. Secondly, if the magnitude of the best-fitting dis-
placement is larger than one pixel, the difference de-
scent direction is still not a uniformly distributed ran-
dom variable. In significantly more than 1

9 of the ob-
served cases, the difference descent direction actually
pointed into the direction of the best-fitting displace-
ment vector. As noted above, any value of evidence that
significantly exceeds 1

9 can be counted as a statistical
evidence that two pixels belong to the same print layer.

An alternative solution of the same problem has re-
cently been published in [32]. This approach is based
on region matching using so-called maximally stable ex-
tremal regions. It yields well-defined contiguous image
segments, but is not able to handle overlaps of print ar-
eas.

6. Integration Into the Print Inspection Procedure

We have pointed out that the algorithm is only semi-
automatic and needs user interaction. Moreover, the
result consists in degrees of evidence to which pixels
belong to print layers (of course these degrees can be
considered as images). This means that the algorithm
as presented here is not fully ready for a real industrial
process. In this section, we deal with the question how
the proposed procedure can be integrated beneficially in
an industrial inspection process.

The goal of the proposed algorithm is to support the
operator of an industrial print inspection process in the
setup phase of the print inspection system. Currently
the operator has to determine the print layers with a
free-hand drawing tool—a process that is tedious and
time-consuming. From this point of view, the determi-
nation of some reference points in an interactive graph-
ical user interface still means a significant improvement
for the operator, at least as long as he/she has prelimi-
nary knowledge about the print layers (which is the case
for banknote print inspection). So the need for user in-
teraction is not a severe restriction.

The resulting images (as shown in Figures 11 and
12) are nothing else but degrees of evidence that can-
not be used as print layer masks immediately. At least

the banknote print inspection system is not capable of
dealing with degrees of membership, but requires a bi-
nary assignment of pixels to print layers (yet overlaps
are possible). Thus it is necessary to threshold the
degrees/images and to apply morphological operators
[33, 34, 35] to eliminate small blobs and to close small
holes. For confidentiality reasons, details cannot be
made public.

7. Conclusion and Outlook

In this paper, we have presented a semiautomatic pro-
cedure for identifying print layers from a sequence of
sample images. All examples were from banknote print
inspection, but the method is applicable to any printing
process in which random displacements of two or more
print layers occur. The method is practically acceptable,
although a fully automatic method that does not require
user interaction would be more desirable.

The considerations presented in Subsection 5.2 give
rise to an idea how the manual selection of reference
points can be automated. We have noted that the values
C((x̄, ȳ), (x, y)), which can be considered as the degrees
to which two pixels are belonging to the same print
layer, define a fuzzy equivalence relation with respect
to the Łukasiewicz t-norm. It is well-known that there
is a one-to-one correspondence between fuzzy equiva-
lence relations with respect to continuous Archimedean
t-norms and pseudo-metrics [27, 30, 36, 37] (where the
Łukasiewicz t-norm is a prominent representative of this
class). Thus, agglomerative clustering methods, which
suffice with distances only [38, 39, 40], can be used to
group a pre-selection of points (e.g. selected by some in-
terest operator) into sub-groups of reference points that
are then likely to belong to the same print layer. To in-
vestigate this idea is left to future work.
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